Chapter 7:  Normal Probability Distribution

Section 7.1:  Properties of the Normal Distribution
Objectives:  Students will be able to:  


Understand the uniform probability distribution

Graph a normal curve

State the properties of the normal curve

Understand the role of area in the normal density function

Understand the relationship between a normal random variable and a standard normal random variable
Vocabulary:  

Continuous random variable – has infinitely many values

Uniform probability distribution – probability distribution where the probability of occurrence is equally likely for any equal length intervals of the random variable X..
Normal curve – bell shaped curve

Normal distributed random variable – has a PDF or relative frequency histogram shaped like a normal curve

Standard normal – normal PDF with mean of 0 and standard deviation of 1 (a z statistic!!)
Key Concepts:  

Probability in a Continuous Probability Distributions:  


Let P(x) denote the probability that the random variable X equals x, then


1) The sum of all probabilities of all outcomes must equal 1              ∑ P(x) = 1 


       → the total area under the graph of the PDF must equal 1


2) The probability of x occurring in any interval, P(x), must between 0 and 1         0 ≤ P(x) ≤ 1


      → the height of the graph of the PDF must be greater than or equal to 0 for all possible values of the 


            random variable


3) The area underneath probability density function over some interval represents the probability of observing a value of the random variable in that interval.
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Given:  500 people in a section of Calculus at the USAF Academy

probability of passing the test is 75%

What is the probability that fewer than “a” people will fail the test? 

Step 1:  Verify normality assumption:  is 

np
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p) > 10?

500(0.75)(0.25) = 93.75 >> 10
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Probability of a Continuous Random Variable (from a Calculus Prospective):  


x=3                                           x=3


( f(x) dx      = 0.33 x (          = 1


x=0                                           x=0

Properties of the Normal Density Curve
1. It is symmetric about its mean, μ

2. Because mean = median = mode, the highest point occurs at x = μ

3. It has inflection points at μ – σ and μ + σ

4. Area under the curve = 1

5. Area under the curve to the right of μ equals the area under the curve to the left of μ, which equals ½ 

6. As x increases without bound (gets larger and larger), the graph approaches, but never reaches the horizontal axis (like approaching an asymptote).  As x decreases without bound (gets larger and larger in the negative direction) the graph approaches, but never reaches, the horizontal axis.

7. The Empirical Rule applies
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where μis the mean and σis the standard deviation of the random variable x


Note:  we are going to use tables (for Z statistics) or our calculator not the normal PDF!!

Area under a Normal Curve



The area under the normal curve for any interval of values of the random variable X represents either

· The proportion of the population with the characteristic described by the interval of values or

· The probability that a randomly selected individual from the population will have the characteristic described by the interval of values

· [the area under the curve is either a proportion or the probability]


Standardizing a Normal Random Variable (our Z statistic from before)
                                         X - μ

                                Z = -----------    where μ is the mean and σ is the standard deviation of the random variable X
                                            σ



Z is normally distributed with mean of 0 and standard deviation of 1

TI-83 Normal Distribution functions:
#1: normalpdf     pdf = Probability Density Function
This function returns the probability of a single value of the random variable x.  Use this to graph a normal curve.  Using this function returns the y-coordinates of the normal curve.     
      Syntax:   normalpdf (x, mean, standard deviation)
#2: normalcdf    cdf = Cumulative Distribution Function
This function returns the cumulative probability from zero up to some input value of the random variable x.  Technically, it returns the percentage of area under a continuous distribution curve from negative infinity to the x.  You can, however, set the lower bound.
      Syntax:  normalcdf (lower bound, upper bound, mean, standard deviation)
#3: invNorm(     inv = Inverse Normal Probability Distribution Function
This function returns the x-value given the probability region to the left of the x-value.  
(0 < area < 1 must be true.)  The inverse normal probability distribution function will find the precise value at a given percent based upon the mean and standard deviation.
      Syntax:  invNorm (probability, mean, standard deviation)
(the above take from http://mathbits.com/MathBits/TISection/Statistics2/normaldistribution.htm)

We can use -E99 for negative infinity and E99 for positive infinity.

Example 1:  A random number generator on calculators randomly generates a number between 0 and 1.  The random variable X, the number generated, follows a uniform distribution
a. Draw a graph of this distribution
b. What is the P(0<X<0.2)?
c. What is the P(0.25<X<0.6)?
d. What is the probability of getting a number > 0.95?
e. Use calculator to generate 200 random numbers 
Example 2:  A random variable x is normally distributed with μ=10 and σ=3.
a. Compute Z for x1 = 8 and x2 = 12
b. If the area under the curve between x1 and x2 is 0.495, what is the area between z1 and z2? 

Summary:
· Normal probability distributions can be used to model data that have bell shaped distributions
· Normal probability distributions are specified by their means and standard deviations
· Areas under the curve of general normal probability distributions can be related to areas under the curve of the standard normal probability distribution 
Homework:  pg 367 – 371; 7 – 12; 15-16, 19-20, 32-33
Section 7.2:  The Standard Normal Distribution
Objectives:  Students will be able to:  


Find the area under the standard normal curve

Find Z-scores for a given area


Interpret the area under the standard normal curve as a probability

Vocabulary:  

Zα – the Z-score that corresponds to the area under the standard normal curve to the right of Zα is α
Key Concepts:


Properties of the Standard Normal Curve

1) It is symmetric about its mean, μ = 0, and has a standard deviation of σ = 1

2) Because mean = median = mode, the highest point occurs at μ = 0

3) It has inflection points at μ – σ = -1 and μ + σ = 1

4) Area under the curve = 1

5) Area under the curve to the right of μ = 0 equals the area under the curve to the left of μ, which equals ½ 

6) As Z increases the graph approaches, but never reaches 0 (like approaching an asymptote).  As Z decreases the graph approaches, but never reaches, 0.

7) The Empirical Rule applies:  68% of the area under the standard normal curve is between -1 and 1.  Approximately 95% of the area under the standard normal curve is between -2 and 2.  Approximately 99.7% of the area under the standard normal curve is between -3 and 3. 

[image: image3.emf]Approach Graphically Solution

Find the area to the 

left of z

a

P(Z < a)

Shade the area to the left of z

a

Use Table IV to find the row and 

column that correspond to z

a

.  

The 

area is the value where the row 

and column intersect.

Normcdf(-E99,a,0,1)

Find the area to the 

right of z

a

P(Z > a)  or 

1 – P(Z < a)

Shade the area to the right of z

a

Use Table IV to find the area to the 

left of z

a

.  

The area to the right of z

a

is 1 – area to the left of z

a

. 

Normcdf(a,E99,0,1)  or 

1 – Normcdf(-E99,a,0,1)

Find the area 

between z

a

and z

b

P(a < Z < b)

Shade the area between  z

a 

and z

b

Use Table IV to find the area to the 

left of z

a

and to the left of z

a

.  

The 

area between is area

zb

– area

za

.

Normcdf(a,b,0,1)

Obtaining Area under Standard Normal Curve

a

a

a

b


Example 1:  Determine the area under the standard normal curve that lies to the left of
a) Z = -3.49
b) Z = -1.99
c) Z = 0.92
d) Z = 2.90
Example 2:  Determine the area under the standard normal curve that lies to the right of
a) Z = -3.49
b) Z = -0.55
c) Z = 2.23
d) Z = 3.45 
Example 3:  Find the indicated probability of the standard normal random variable Z.
a) P(-2.55 < Z < 2.55)
b) P(-0.55 < Z < 0)
c) P(-1.04 < Z < 2.76)
Example 4:  

a) Find the Z-score such that the area under the standard normal curve to the left is 0.1.



b) Find the Z-score such that the area under the standard normal curve to the right is 0.35. 

Summary:
· Calculations for the standard normal curve can be done using tables or using technology

· One can calculate the area under the standard normal curve, to the left of or to the right of each Z-score

· One can calculate the Z-score so that the area to the left of it or to the right of it is a certain value

· Areas and probabilities are two different representations of the same concept

Homework:  pg 381 – 383; 5 - 6, 9, 14, 21 – 22, 34, 37, 40

Section 7.3:  Applications of the Normal Distribution
Objectives:  Students will be able to:  


Find and interpret the area under a normal curve

Find the value of a normal random variable

Vocabulary:  

None new
Key Concepts:


Finding the Area under any Normal Curve
1) Draw a normal curve and shade the desired area 

2) Convert the values of X to Z-scores using Z = (X – μ) / σ

3) Draw a standard normal curve and shade the area desired

4) Find the area under the standard normal curve.  This area is equal to the area under the normal curve drawn in Step 1


Procedure for Finding the Value of a Normal Random Variable Corresponding to a Specified Proportion, Probability or Percentile
1) Draw a normal curve and shade the area corresponding to the proportion, probability or percentile
2) Use Table IV to find the Z-score that corresponds to the shaded area

3) Obtain the normal value from the fact that X = μ + Zσ

Example 1:  For a general random variable X with μ = 3 and σ = 2
a. Calculate Z 

b. Calculate P(X < 6)

Example 2: For a general random variable X with μ = -2 and σ = 4
a. Calculate Z
b. Calculate P(X > -3)
Example 3:  For a general random variable X with μ = 6 and σ = 4

calculate P(4 < X < 11)
Example 4:  For a general random variable X with μ = 3 and σ = 2

find the value x such that P(X < x) = 0.3
Example 5:  For a general random variable X with μ = –2 and σ = 4

find the value x such that P(X > x) = 0.2
Example 6:  For random variable X with μ = 6 and σ = 4.  Find the values that contain 90% of the data around μ 
Homework:  pg 390 – 392; 4, 6, 9, 11, 15, 19-20, 30
Section 7.4:  Assessing Normality

Objectives:  Students will be able to:  


Draw normal probability plots to assess normality

Vocabulary:  

Normal probability plot – a graph the plots observed data versus normal scores

Normal Scores – is the expected Z-score of the data value if the distribution of the random variable is normal

Key Concepts:


Drawing a Normal Probability Plot (by hand)
1. Arrange the data in ascending order

2. Compute fi = (i – 0.375) / (n + 0.25), where i in the index (position of the data value in the ordered list) and n is the number of observations.  The expected proportion of observations less than or equal to the ith data value is fi.

3. Find the Z-score corresponding to fi from z-score table (Table IV)

4. Plot the observed values on the horizontal axis and the corresponding z-scores on the vertical axis.
    If the sample data are taken from a population that is normally distributed, a normal probability plot of the observed values versus the expected Z-scores will be approximately linear.

Drawing a Normal Probability Plot (Using TI-83)

1. Enter raw data into L1
2. Press 2nd ‘Y=‘ to access STAT PLOTS
3. Select 1: Plot1
4. Turn Plot1 ON by highlighting ON and pressing ENTER
5. Highlight the last Type: graph (normality) and hit ENTER.  Data list should be L1 and the data axis should be x-axis
6. Press ZOOM and select 9: ZoomStat 
Does it look pretty linear?  (hold a piece of paper up to it)
Problem 10
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b) x-bar = 20.90 s = 10.52

d) Z (20) = (20 – 20.90) / 10.52 = -0.086

Z (35) = (35 – 20.90) / 10.52 =  1.340

Normcdf (-0.086,1.34) = 0.4441  

book got 0.4458 as a result of round-off error using table

e) Z (40) = (40 – 20.90) / 10.52 = 1.816

Normcdf(1.816,E99) = 0.3469

Book got 0.0344 as a result of round-off error using table


Homework:  pg 399 – 401; 3 – 8, 10 – 12 
Section 7.5:  The Normal Approximation to the Binomial Probability Distribution
Objectives:  Students will be able to:  


Approximate binomial probabilities using the normal distribution
Vocabulary:  

Normal probability plot – a graph the plots observed data versus normal scores
Normal Scores – is the expected Z-score of the data value if the distribution of the random variable is normal

Correction for continuity – ± 0.5, using a continuous density function to approximate a discrete probability

Key Concepts:


Criteria for a Binomial Probability Experiment:



An experiment is said to be a binomial experiment provided:

1) The experiment is performed a fixed number of times.  Each repetition is called a trial.

2) The trials are independent

3) For each trial there are two mutually exclusive (disjoint) outcomes:  success or failure

4) The probability of success is the same for each trial of the experiment


If X is a binomial random variable with np(1-p) ≥ 10, then we can use the area under the normal curve to approximate the probability of a binomial random variable.  Use μ = np and σ = √np(1 – p) as the parameters.
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Remember we need to check using np(1-p) ≥ 10 before we can use these techniques.
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Example 1:  Consider a binomial variable X with n = 60 trials and p = 0.3 probability of success.  This variable has
Mean = n p = 18     and    Standard deviation = √ n p (1 – p) = 3.55
Use a Normal approximation to estimate P(X ≤ 17) 
Example 2:  Consider a binomial variable X with n = 100 trials and p = 0.05 probability of success.  This variable has
Mean = n p = 5     and    Standard deviation = √ n p (1 – p) = 2.179
Use a Normal approximation to estimate P(X = 5) 
Summary:
· The binomial distribution is approximately bell shaped for large enough values of np(1 – p)
· The normal distribution, with the same mean and standard deviation, can be used to approximate this binomial distribution (remember continuity correction value when converting)
· With technology, however, this approximation is not as needed as it used to be
Homework:  pg 406 – 407; 5 – 7, 15, 21, 28
Chapter 7:  Review

Objectives:  Students will be able to:  


Summarize the chapter


Define the vocabulary used


Complete all objectives


Successfully answer any of the review exercises


Use the technology to compute means and standard deviations of Continuous Probability Distributions
Vocabulary:  None new

Homework:  pg 408 – 411; 1, 4, 6, 8, 12, 17, 21, 23, 31, 32
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Given:  500 people in a section of Calculus at the USAF Academy

probability of passing the test is 75%

What is the probability that fewer than “a” people will fail the test? 
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		Approach		Graphically		Solution

		Find the area to the left of za

P(Z < a)		Shade the area to the left of za		Use Table IV to find the row and column that correspond to za.  The area is the value where the row and column intersect.

Normcdf(-E99,a,0,1)


		Find the area to the right of za

P(Z > a)  or 
1 – P(Z < a)		Shade the area to the right of za		Use Table IV to find the area to the left of za.  The area to the right of za is 1 – area to the left of za. 

Normcdf(a,E99,0,1)  or 
1 – Normcdf(-E99,a,0,1)


		Find the area between za and zb

P(a < Z < b)		Shade the area between  za and zb		Use Table IV to find the area to the left of za and to the left of za.  The area between is areazb – areaza.

Normcdf(a,b,0,1)




Obtaining Area under Standard Normal Curve
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Microsoft_Office_Excel_Chart1.xls

Normality Plot Data


			Index			Observed 
Value			f(i)			Expected
Z - Score			Cum
Prob			n			Correlation			Observed 
Value


			1			0			0.0247524752			-1.9642175175			0.0247523661			25			0.9912581792


			2			2.9			0.0643564356			-1.5191972125			0.0643564534									Mean			20.868


			3			7.8			0.103960396			-1.259304554			0.1039602401									Standard Error			2.1022188278


			4			8.6			0.1435643564			-1.0644407666			0.1435645666									Median			20.4


			5			9.7			0.1831683168			-0.9033556125			0.1831685626									Mode


			6			9.9			0.2227722772			-0.7628636922			0.2227722745									Standard Deviation			10.5110941391


			7			16			0.2623762376			-0.6360369298			0.2623761121									Sample Variance			110.4831


			8			17.5			0.301980198			-0.518714387			0.3019799477									Kurtosis			-0.5413789596


			9			18.5			0.3415841584			-0.4081437055			0.3415841288									Skewness			-0.1417904952


			10			19			0.3811881188			-0.3023615136			0.38118831									Range			39.2


			11			19.1			0.4207920792			-0.1998682819			0.4207918208									Minimum			0


			12			19.5			0.4603960396			-0.0994361926			0.4603959152									Maximum			39.2


			13			20.4			0.5			0			0.4999999998									Sum			521.7


			14			21			0.5396039604			0.0994361926			0.5396040848									Count			25


			15			22			0.5792079208			0.1998682819			0.5792081792


			16			23.5			0.6188118812			0.3023615136			0.61881169


			17			25.6			0.6584158416			0.4081437055			0.6584158712


			18			25.8			0.698019802			0.518714387			0.6980200523


			19			28.9			0.7376237624			0.6360369298			0.7376238879


			20			29.6			0.7772277228			0.7628636922			0.7772277255


			21			30.5			0.8168316832			0.9033556125			0.8168314374


			22			33.8			0.8564356436			1.0644407666			0.8564354334


			23			36.1			0.896039604			1.259304554			0.8960397599


			24			36.8			0.9356435644			1.5191972125			0.9356435466


			25			39.2			0.9752475248			1.9642175175			0.9752476339
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Problem 10

b) x-bar = 20.90 s = 10.52



d) Z (20) = (20 – 20.90) / 10.52 = -0.086

    Z (35) = (35 – 20.90) / 10.52 =  1.340



Normcdf (-0.086,1.34) = 0.4441  

book got 0.4458 as a result of round-off error using table



e) Z (40) = (40 – 20.90) / 10.52 = 1.816



Normcdf(1.816,E99) = 0.3469

Book got 0.0344 as a result of round-off error using table
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Approximating Binomial with Normal





a



a + 0.5

Given:  500 people in a section of Calculus at the USAF Academy
             probability of passing the test is 75%
What is the probability that fewer than “a” people will fail the test? 



Step 1:  Verify normality assumption:  is np(1-p) > 10?

                500(0.75)(0.25) = 93.75 >> 10



Step 2:  Convert “a” to a Z-score value, 
               = np = 125  = np(1-p) = 93.75 = 9.6825



                        a -             a+0.5 – 125         80.5 – 125      -44.5

               Z = -----------   = -------------------  =   ---------------  =  --------  = -4.596

                                            9.6825                  9.6825        9.6825
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Continuity Correction
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		Exact Probability 
using Binomial		Approximate Probability using Normal		Graphical Depiction

		P(X = a)		P(a-0.5 < X < a+0.5)		




		P(X ≤ a)		P(X < a+0.5)		




		P(X ≥ a)		P(X > a-0.5)
or
1 - P(X < a-0.5)		




		P(a ≤ X ≤ b)		P(a-0.5 < X < b+0.5)		













































